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Abstract

This position paper describes an approach to building spo-
ken dialogue systems for environments containing multiple
human speakers and hearers, and multiple robotic speakers
and hearers. We address the issue, for robotic hearers, of
whether the speech they hear is intended for them, or more
likely to be intended for some other hearer. We will describe
data collected during a series of experiments involving teams
of multiple human and robots (and other software partici-
pants), and some preliminary results for distinguishing robot-
directed speech from human-directed speech. The domain
of these experiments is Mars analog planetary exploration.
These Mars analog field studies involve two subjects in simu-
lated planetary space suits doing geological exploration with
the help of 1-2 robots, supporting software agents, a habitat
communicator and links to a remote science team. The two
subjects are performing a task (geological exploration) which
requires them to speak with each other while also speaking
with their assistants. The technique used here is to use a prob-
abilistic context-free grammar language model in the speech
recognizer that is trained on prior robot-directed speech. In-
tuitively, the recognizer will give higher confidence to an ut-
terance if it is similar to utterances that have been directed to
the robot in the past.

Introduction
Mars analog field studies are an important component in the
planning for human exploration of the Moon or Mars, to
evaluate new technologies and work practices for planetary
exploration (Clancey May 2004). In these studies, two sub-
jects play the role of astronauts performing Extra-Vehicular
Activities (EVAs), together with one or two robotic assis-
tants, while a third subject plays the role of Habitat Com-
mand (HabCom), overseeing the EVA from the habitat. The
astronaut subjects wear simulated space suits that provide
weight, sensory and mobility limitations, and a portable
computing platform containing a laptop computer, wireless
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network receiver, and GPS and bio-medical sensors. The as-
tronauts communicate with each other, with HabCom, and
with the field-test support staff using radios.

The mobile autonomous robots used in the field have
been provided by NASA/Johnson Space Center’s Automa-
tion, Robotics and Simulation Division (Hirsh et al. in
press). The robots are equipped with high-mobility compo-
nents, cameras and other sensors (including GPS for local-
ization), and on-board laptops running the software systems.
The robots are named ”Boudreaux” and ”Thibodeaux”, and
each has his own capabilities and uniquely distinguishable
synthesized voice.

Planetary exploration is just one of a growing number of
challenges that are likely to require cooperating teams of hu-
mans and robots, including applications to search and rescue
(Nourbakhsh et al. 2005), and the military (Jentsch et al.
2004). Spoken dialogue interfaces are a natural choice for
many human-robot applications (Sidner et al. 2004). Spo-
ken dialogue is especially critical in the domain of plan-
etary exploration, due to the mobility limitations imposed
by pressurized space suits and gloves (Welsh & Akin 2001;
Braden & Akin 2002).

The vast majority of prior work in spoken dialogue sys-
tems, both commercial applications and research, have pri-
marily been concerned with situations in which a single
user is speaking to a dialogue system, and where all speech
from the user is understood to be directed towards that
dialogue system (Allen et al. 2001; Dahl et al. 1994;
Moore et al. 1997; Seneff et al. 1998; Ward & Issar
1995). Given the inevitability of speech recognition errors,
these systems emphasis robustness (Jackson et al. 1993;
Worm 1998; Noord et al. 1999). Any speech that is not
responded to indicates a communication failure between the
user and system.

In contrast to these applications, communication in mixed
human-robot teams will take place both between the robots
and the humans, and amongst the humans themselves. Data
from our field tests (see Section ) indicates that approxi-
mately 60% of the speech data is between the human par-
ticipants, making human-human speech the dominant condi-
tion. In this condition, a failure to respond can be completely
felicitous.

The primary technical challenge in this paper then is to
distinguish between the human-human speech that the dia-
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logue system hears, and the human-robot speech, with the
dialogue system hopefully only responding to the human-
robot turns. We have considered two alternatives to address-
ing this classification problem. The first is to require the
user to send a physical signal (button-push or key-stroke) to
indicate to the robot when they are talking to it. The dis-
advantages of this alternative are that it requires extra effort
from the user, especially given the limited hand mobility in
the space suit glove, and that the geological survey and rock
sampling tasks frequently require that the hands remain free.
The second alternative we considered is to require the user
to speak a special phrase, such as Computer on Star Trek, to
indicate to the computer when it is being spoken to. We did
adopt this approach in part, since the robots are sometimes
addressed by name, Boudreaux or Thibodeaux) (see Section
). But, requiring such an address before each human-robot
turn seems likely to increase the cognitive burden on the
user, and force the user to repeat themselves when they in-
evitably forget to begin the turn with the required phrase.

Dialogue System
The dialogue system acts as a front-end to a software archi-
tecture for supporting surface EVA operations (Clancey et
al. 2005 Available as AIAA Meeting Papers on Disc CD
ROM Reston VA and as an Advanced Knowledge Tech-
nologies Project ePrint httpeprintsaktorsorg375). The ca-
pabilities provided by this architecture include monitoring
the astronauts physical status through bio-medical sensors,
monitoring the progress through the scheduled activities that
comprise the EVA, monitoring the locations of all partici-
pants using GPS sensors, assisting with navigation, assisting
the astronaut in collecting, describing, and logging science
data (rock samples, voice annotations, digital images, etc.)
with time and GPS stamps, and commanding the robotic as-
sistants (Boudreaux and Thibodeaux). The dialogue system
provides access to about 90 functions supporting these activ-
ities. Some examples of language supporting these functions
are given in Table 1. Initiative in this system usually stays
with the human user, although the dialogue system may ask
yes/no questions for confirmation, and a robot may ask a
yes/no question if it is trying to balance conflicting goals
(e.g. when it has been asked to follow the astronaut, and
also asked to maintain network connectivity, and observes
that network throughput is decreasing).

The dialogue system uses an architecture that has been
used for a number of deployed spoken dialogue systems
(Moore et al. 1997; Rayner, Hockey, & James 2000;
Lemon et al. 2001). This architecture combines indepen-
dent software components using the Open Agent Architec-
ture (Martin, Cheyer, & Moran 1998). The components in-
cluded in this application include the Nuance speech recog-
nizer (Nuance 2005), the Festival speech synthesizer (Fes-
tival 2005), the Gemini language interpretation and gen-
eration system (Dowding et al. 1993), the Brahms agent
modeling and simulation environment (Sierhuis, Clancey,
& Van Hoof 2003), and a dialogue manager. The custom
software components required to build this spoken dialogue
system are the grammar and lexicon (approximately 1250
words) developed in Gemini and compiled into a Nuance

Planning
Start walking to way point one activity.
What is my current activity?
What is my next activity?
How much time is left?
What time is it?
Change duration to twenty minutes.
Navagation
Where is way point one?
Where is Thibodeaux?
Name this location Work Site Two.
What locations are near me?
Track my location every twenty seconds.
Science Data
Create a new sample.
Download an image from my camera.
Label it image one.
Associate it with the sample bag.
Record a voice note.
List sample bags.
Associate the voice note with sample bag one.
Play the voice note associated with sample bag one.
Robot Commands
Boudreaux come here.
Thibodeaux move to Work Site Two.
Follow me.
Watch Astronaut Two.
Halt.
Do you still have network connectivity?
Take a picture of Astronaut Two.
Take a panorama and label it image at Work Site Two.
Print a curation label for sample bag one.
Thibodeaux team with Astronaut Two.
Other
Say that again.
Can you hear me?
Increase volume.
Shut up.

Table 1: Dialogue System Examples



Date Speech Data
Sept. 2-13, 2002 3,695

March 31-April 11, 2003 4,659
April 26-May 7, 2004 11,079

April 4-15, 2005 5,933

Table 2: Amount of Speech Data Collected

grammar, and the dialogue manager.
The language model used in the Nuance speech recog-

nizer for this application was developed using the techniques
of (Dowding et al. 2001) in Gemini. Initially, a grammar is
developed in Gemini in a typed unification-grammar (TUG)
representation, which is then compiled into a Context-Free
Grammar (CFG) in Nuance’s Grammar Specification Lan-
guage (GSL) form. This is in-turn converted to a Proba-
bilistic Context-Free Grammar (PCFG) using training data
and Nuance’s COMPUTE-GRAMMAR-PROBS tool. Using the
more compact TUG formalism allows us to represent a large
CFG using a small number of rules. In this application,
the grammar in TUG formalism comprised 75 Gemini rules,
while the resulting CFG contained 4,368 rules. More details
about how the language model is trained will be given in
Section .

Mars Analog Field Tests
The spoken dialogue system we are developing has been
used in 4 Mars analog field tests over the past 4 years. Each
field test is two-weeks long, and takes place in harsh envi-
ronments on Earth to simulate harsh environments on the
moon or Mars. These field tests have been conducted as
part of the Mobile Agents project at NASA’s Ames Research
Center (Principal Investigator: William J. Clancey), and in
cooperation with the Mars Society. The most recent field
tests have been conducted at the Mars Society Desert Re-
search Station (MDRS 2005) in south-eastern Utah. The
speech recognition experiments described in Section were
carried out using speech data from the 2003 and 2004 field
tests. The 2002 data was omitted since it was collected in a
single speaker scenario1 A set of 14,103 utterances will be
used for these experiments, of which 8,389 utterances (60%)
is human-human speech, and 5,714 utterances is human-
robot speech (40%). Figure 1 shows a frequency distribu-
tion of utterance length (number of words) for the human-
human subset of the corpus, with a mean utterance length of
6 words. Figure 2 shows a similar frequency distribution of
the human-robot utterances, mean length of 3.8 words.

The speech data has a few characteristics that distinguish
it from most existing speech corpora. Although the speech
data includes data from 10 different speakers, the vast ma-
jority of the data comes from just 3 speakers, the subjects
primarily playing the roles of Astronaut 1, Astronaut 2, and
HabCom. Since these same 3 speakers have participated in
3 of the field tests, they are now expert users of both the
spoken dialogue system, and the underlying surface EVA

1The 2005 data, and some of the 2004 data, is still in the process
of being transcribed.

Figure 1: Word-length Distribution of Human-Human Ut-
terances

operations intelligent agents. These speakers are also typ-
ically able to hear each other interacting with their dialogue
systems, which may bias them towards using the same lan-
guage. These characteristics may tend to reduce the perplex-
ity of the collected data.

Recognizer Performance Results
The speech recognition experiments proceeded by first split-
ting the available data into training and test sets, approxi-
mately 50-50. To access recognizer performance, we use
three accuracy metrics:

• False Accept rate – The percentage of human-human ut-
terances that are inappropriately responded to.

• False Reject rate – The percentage of human-robot utter-
ances not responded to.

• Word Error rate – The percentage of word recognition er-
rors on the non-rejected human-robot utterances.

In addition to the error metrics, we also provide perfor-
mance metrics to give an indication of the computational
intensity of this task2. The xCPU RT (percentage of CPU
real time) is an indicator of how long it took the CPU to rec-
ognize each utterance, compared to how long (in seconds)
the utterance was. Any number less than 1 indicates that the
recognizer is recognizing faster than the speaker is speaking,
and indicates real-time performance.

The recognition results are summarized in Table 3, show-
ing that False-Accept and False-Reject rates of under 10%
were achieved, in both the training and test conditions. The
word error rate is somewhat higher than experienced on
tasks of similar vocabulary size, above a target range of 3-
5% (Moore et al. 1997). While the xCPU RT metric shows
that performance on both human-human and human-robot

2Experiments were conducted on a 3.2GHz Pentium 4 com-
puter with 2GB memory.



Figure 2: Word-length Distribution of Human-Robot Utter-
ances

Train Test
# Human-Human 4,194 4,195
# Human-Robot 2,854 2,860

Word Error 6.5% 6.5%
False Accept 8.8% 9.8%
False Reject 9.7% 9.6%

xCPU RT (Human-Human) 0.63 0.62
xCPU RT (Human-Robot) 0.39 0.37

Table 3: Recognition Results

speech was faster than real-time, the performance on human-
human speech was nearly twice slower.

Dialogue Context

The dialogue manager can act as a secondary filter on the
true false accept rate of the system, rejecting any utterances
that are not pragmatically interpretable in the current dis-
course context. Figure 3 shows the distribution on word-
length of the utterances that get falsely accepted by the
speech recognizer in the test data, showing that the likeli-
hood of being falsely accepted drops quickly as utterance
length increases. Intuitively, shorter utterances are harder
to classify correctly. This appears to be due to two fac-
tors: first that shorter utterances are more likely to acciden-
tally match in-domain utterances (e.g. misrecognitions of
“what” as “halt”), second that correctly-recognized short ut-
terances like “yes” can be equally well addressed to either
the robot or another human. Of these, many of the short
utterances can be rejected by the dialogue manager when
they are misrecognitions of affirmative or negative responses
(“yes”, “no”, “right”, “okay”, etc.), and when the dialogue
manager has not recently asked a yes/no question. The di-
alogue manager can also reject longer utterances when they
contain pronouns or definite descriptions that cannot be re-

Figure 3: Word-length Distribution of False Accept Utter-
ances

solved in context.
Unlike the language model, the dialogue manager cannot

be statically trained on training data and tested on a held-out
test set. In a real-life field test, the speech recognition per-
formance will affect how the dialogue proceeds, and in-turn
effect dialogue context at each turn. Since the dialogue man-
ager is built by-hand for this domain, it is essentially held
constant before the field test each year. In order to evaluate
the effectiveness of the dialogue manager as a secondary fil-
ter, we analyzed all of the falsely accepted utterances in the
’04 data (both training and test). We found that, of the 516
human-human utterances that were falsely accepted by the
speech recognizer, only 248 (48%) resulted in actions be-
ing taken by the dialogue manager. Taken as a percentage
of all the human-human utterances in the 04 data, the com-
bined false accept rate experienced during the 04 field test
was 248/5074 (4.9%). It is important to note that no robot
moved incorrectly during any of the speech commanding.

Related Work
Paek, Horvitz and Ringger (2000) address the issue of con-
tinuous listening in a multi-human environment containing a
mix of computer-directed and human-directed speech. Their
target application is a speech-based interface to a system that
can control a Microsoft PowerPoint presentation, moving
backwards and forwards through the slides by voice com-
mand. They report promising results on a small dataset
(N=16), showing that their system rarely responded to a
human-directed utterance. In this experiment, there was
only a single speaker, but multiple listeners.

Two recent papers address the issue of “cross-talk”, when
a single-user spoken dialogue system is unintentionally ex-
posed to speech that is directed to another hearer, frequently
the person running the experiment. Gabsdil and Lemon
(2004) report a dialogue system that is sensitive to the pos-
sibility that a certain percentage of the speech that it hears



may be other-directed speech (or non-speech sounds), and
the dialogue system should decide whether to accept, re-
ject, or ignore a user utterance. They report that a com-
bination of recognition confidence features and pragmatic
plausibility features (computed from dialogue context) im-
proves the ability of the system to reject utterances that are
out-of-grammar or crosstalk. Renders, Rayner, and Hockey
(2005) report on a experiment going beyond the utterance-
based recognition confidence scores used in this paper to
using word-based confidence scores. Their intuition is that
not all word recognition errors are equally likely, and that
some errors are more likely to indicate cross-talk than oth-
ers. They train a Support Vector Machine based on these
word confidence scores to classify cross-talk. They also ex-
periment with an alternative cost function, allowing for the
possibility of treating a falsely-accepted utterance as having
a higher cost than a falsely-rejected utterance.

This work differs from the above work in several respects.
We are considering contexts in which two speakers are en-
gaged in a task requiring them to speak with each other, so
the human-directed speech is not an anomalous condition,
but is the dominant condition. The subjects are also en-
gaged in a real-world task, not an academic study, so we
have some confidence that the distribution of human-human
versus human-robot speech may be representative of other
real-world tasks.

Conclusions and Future Work
We have described a spoken dialogue system that operates
in a mixed human-human/human-robot environment, where
the human-human speech is dominant, about 60% of all
speech. We have described some preliminary speech recog-
nition results showing word-error rates in the vicinity of
6.5%, with false accept and false reject error rates below
10%.

It is clear, both from this work, and the work of Gabsdil
and Lemmon (2004) that dialogue context provides valuable
information for distinguishing between human-directed and
robot-directed speech, and likely of addressee recognition
more generally (Jovanovic & den Akker 2004). We plan to
explore this, and the impact of non-dialogue forms of con-
text, by building targeted context-specific language models
for different contexts.

We plan to address three contexts in the near term: the
context in which the system has just asked the user a yes/no
question, the context in which one or more of the robots is
in motion, and the context in which the astronaut is them-
selves in a traveling task. The first context is motivated by
the observation that many of the current false accepts are
misrecognitions of affirmative or negative responses. The
second context is motivated by the observation that another
class of frequent false accepts are misrecognitions of the
short commands “halt” and “stop”. The third context is mo-
tivated by the observation that the astronaut-subjects appear
to stay more on-task during science-data collecting activi-
ties, but are more likely to go off-task during traveling ac-
tivities, and that this is likely to impact the distribution of
human-directed and robot-directed speech.

Acknowledgements
Mobile Agents field tests have included about 50 partici-
pants from three NASA field centers, multiple international
universities, and the Mars Society; we gratefully acknowl-
edge the contributions of our colleagues.

References
Allen, J.; Byron, D.; Dzikovska, M.; Ferguson, G.;
Galescu, L.; and Stent, A. 2001. Towards conversational
human-computer interaction. AI Magazine.
Braden, J., and Akin, D. 2002. Development and testing of
a space suit analogue for neutral buoyancy eva research. In
32nd International Conference on Environmental Systems.
Clancey, W. J.; Sierhuis, M.; Alena, R.; Berrios, D.; Dowd-
ing, J.; Graham, J.; Tyree, K.; Hirsh, R.; Garry, W.; Sem-
ple, A.; Buckingham Shum, S.; Shadbolt, N.; and Rupert,
S. 2005. Available as AIAA Meeting Papers on Disc [CD-
ROM]: Reston, VA, and as an Advanced Knowledge Tech-
nologies Project ePrint [http://eprints.aktors.org/375]. Au-
tomating capcom using mobile agents and robotic assis-
tants. In American Institute of Aeronautics and Astronau-
tics 1st Space Exploration Conference.
Clancey, W. J. May 2004. Roles for agent assistants in
field science: Understanding personal projects and collab-
oration. 125–137.
Dahl, D.; Bates, M.; Brown, M.; Hunicke-Smith, K.; Pal-
let, D.; Pao, C.; Rudnicky, A.; and Shriberg, E. 1994.
Expanding the scope of the atis task: The atis-3 corpus.
In Proceedings of the ARPA Human Language Technology
Workshop.
Dowding, J.; Gawron, M.; Appelt, D.; Cherny, L.; Moore,
R.; and Moran, D. 1993. Gemini: A natural language
system for spoken language understanding. In Proceedings
of the Thirty-First Annual Meeting of the Association for
Computational Linguistics.
Dowding, J.; Hockey, B. A.; Culy, C.; and Gawron, J. M.
2001. Practical issues in compiling typed unification gram-
mars for speech recognition. In Proceedings of the Thirty-
Ninth Annual Meeting of the Association for Computa-
tional Linguistics.
Festival. 2005. The Festival Speech Synthesis Systems.
http://www.cstr.ed.ac.uk/projects/festival.
Gabsdil, M., and Lemon, O. 2004. Combining acoustic and
pragmatic features to predict recognition performance in
spoken dialogue systems. In Proceedings of Forty-Second
Annual Meeting of the Association for Computational Lin-
guistics.
Hirsh, R.; Graham, J.; Tyree, K.; Sierhuis, M.; and
Clancey, W. J. (in press). Intelligence for human-
assistant planetary surface robots. In Intelligence for Space
Robotics.
Jackson, E.; Appelt, D.; Bear, J.; Moore, R.; and Podlozny,
A. 1993. A template matcher for robust nl interpretation.
In Human Language Technology Workshop, 37–42.
Jentsch, F.; Evans, A.; Feldman, M.; Hoeft, R.; Rehfeld,
S.; and Curtis, M. 2004. A scale mout facility for studying



human-robot interactions. In 24th Army Science Confer-
ence Procedings.
Jovanovic, N., and den Akker, R. 2004. Towards auto-
matic addressee identification in multi-party dialogues. In
SIGDIAL.
Lemon, O.; Bracy, A.; Gruenstein, A.; and Peters, S. 2001.
Multimodal dialogues with intelligent agents in dynamic
environments: The WITAS conversational interface. In
Proceedings of 2nd Meeting of the North American Asso-
ciation for Computational Linguistics.
Martin, D.; Cheyer, A.; and Moran, D. 1998. Building dis-
tributed software systems with the open agent architecture.
In Proceedings of the Third International Conference on
the Practical Application of Intelligent Agents and Multi-
Agent Technology.
MDRS. 2005. http://www.marssociety.org/mdrs.
Moore, R.; Dowding, J.; Bratt, H.; Gawron, J.; Gorfu, Y.;
and Cheyer, A. 1997. CommandTalk: A spoken-language
interface for battlefield simulations. In Proceedings of the
Fifth Conference on Applied Natural Language Process-
ing, 1–7.
Noord, G. V.; Bouma, G.; Koeling, R.; and Nederhof, M.
1999. Robust grammatical analysis for spoken dialogue
systems. (1):45–94.
Nourbakhsh, I.; Sycara, K.; Koes, M.; Young, M.; Lewis,
M.; and Burion, S. 2005. Human-robot teaming for search
and rescue. IEEE Pervasive Computing (1):72–78.
Nuance. 2005. http://www.nuance.com.
Paek, T.; Horvitz, E.; and Ringger, E. 2000. Continuous
listening for unconstrained spoken dialog. In Proceedings
of ICSLP-2000.
Rayner, M.; Hockey, B.; and James, F. 2000. A compact
architecture for dialogue management based on scripts and
meta-outputs. In Proceedings of ANLP 2000.
Renders, J.; Rayner, M.; and Hockey, B. 2005. Kernel
methods for identification of cross-talk and misrecognition.
In (under submission).
Seneff, S.; Hurley, E.; Pao, C.; Schmid, P.; and Zue, V.
1998. Galaxy-II: A reference architecture for conversa-
tional system development. In Proceedings of the 5th In-
ternational Conference on Spoken Language Processing.
Sidner, C.; Kidd, C.; Lee, C.; and Lesh, N. 2004. Where to
look: a study of human-robot engagement. In ACM Inter-
national Conference on Intelligent User Interfaces (IUI).
Sierhuis, M.; Clancey, W. J.; and Van Hoof, R. 2003.
Brahms: a multiagent modeling and environment for simu-
lating social phenomena. In First Conference of the Euro-
pean Social Simulation Association (SIMSOC VI).
Ward, W., and Issar, S. 1995. The cmu atis system. In
Spoken Language System Technology Workshop, 249–251.
Welsh, M., and Akin, D. 2001. The effects of extravehic-
ular activity gloves on human hand performance. In 31st
International Conference on Environmental Systems.
Worm, K. 1998. A model for robust processing of spon-
taneous speech by integrating viable fragments. In 17th

International Conference on Computational Linguistics,
1403–1407.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 2
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


